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ABSTRACT

In order to realize the Semantic Web, various structures on the Web including Web forms need to be annotated with and mapped to domain ontologies. We present a machine learning-based automatic approach for discovering complex mappings from Web forms to ontologies. A complex mapping associates a set of semantically related elements on a form to a set of semantically related elements in an ontology. Existing schema mapping solutions mainly rely on integrity constraints to infer complex schema mappings. However, it is difficult to extract rich integrity constraints from forms. We show how machine learning techniques can be used to automatically discover complex mappings between Web forms and ontologies. The challenge is how to capture and learn the complicated knowledge encoded in existing complex mappings. We develop an initial solution that takes a naive Bayesian approach. We evaluated the performance of the solution on various domains. Our experimental results show that the solution returns the expected mappings as the top-1 results usually among several hundreds candidate mappings for more than 80% of the test cases. Furthermore, the expected mappings are always returned as the top-k results with k ≤ 4. The experiments have demonstrated that the approach is effective and has the potential to save significant human efforts.
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1. INTRODUCTION

In order to realize the Semantic Web, various structures on the Web including Web forms need to be annotated with and mapped to domain ontologies. Mappings from Web forms to ontologies could be as simple as value correspondences between atomic elements or as complex as logic formulas associating complex structures in the two models. In most applications on the Semantic Web, complex mappings are needed, for example, automatically extracting, translating, and loading data from Web databases to a triple store. Until now, it has been assumed that humans specify these complex mapping formulas, a highly complex, time-consuming and error-prone task when the number of forms and the sizes of ontologies become large. In this paper, we propose an automatic tool that assists users in discovering complex mapping from Web forms to ontologies.

EXAMPLE 1.1. Figure 1 on the left-hand side shows a Web form entitled Vehicle Search. The form is a query interface on the Web for searching new and used vehicles. As a user interface, the form consists of a collection of form elements organized in a particular way. For example, this form contains elements such as text labels, text boxes, radio buttons, and drop-down lists. Other elements that are often used on forms for user input include check boxes and calendar widgets.

To extract the data from the underlying Web database and load them into a knowledge base or triple store described by an ontology, it is necessary to map the form to the ontology. Figure 1 on the right-hand side shows a portion of the Vehicle Sale Ontology\(^1\) (VSO). The ontology is described in the standard UML (Unified Model Language) notation. A relationship may have cardinality constraints enforced on the participating concepts. Here, we use a "*" to indicate unlimited cardinality constraints (many), and a number, for example, 1, for restricted constraints. The VSO ontology (namespace: vso) is an existing e-business ontology compliant with the GoodRelations ontology (namespace: gr) \(^{14}\) on the Web.

The dashed-arrows from the form elements to the ontology elements are simple correspondences. For example, the ‘Price’ label on the form corresponds to the gr:PriceSpecification concept in the ontology. A complex mapping is indicated by the implicit relationship between the semantic association among the labels ‘Vehicle Search’, ‘Price’, and ‘Make’ on the form and the thick-lined connection among the concepts in the ontology. In particular, the ‘Price’ label together with ‘Vehicle Search’ on the form correspond to the path in the ontology from the concept node gr:Offering to the concept gr:PriceSpecification through --gr:hasPriceSpecification-->, where we use the notation --r--> to represent a many-to-one (functional) relationship r in an ontology, and --r-- to represent a many-to-many relationship.

The ‘Make’ label together with ‘Vehicle Search’ on the form correspond to the ontology path from the concept node gr:Offering

\(^1\)http://www.heppnetz.de/ontologies/vso/ns.owl
to the concept node \texttt{ProductOrServiceModel} through the relationship \texttt{--gr:includes-->}, the concept \texttt{vso:Automobile}, and the relationship \texttt{--gr:hasMakeAndModel-->}. Notice that although there is a direct edge \texttt{--gr:hasOffering-->} between the concepts \texttt{Offering} and \texttt{ProductOrServiceModel}, the relationship does not match the meaning of the concept represented by the ‘Make:’ label together with \textit{Vehicle Search} on the form. Because the precise semantics specifies that each vehicle under search has only one make, while the direct edge is a many-to-many relationship.

The thick-lined connection in the ontology gives rise to a complex structure that is mapped by the semantic association among the labels ‘Vehicle Search’, ‘Price’, and ‘Make’ on the form. In this paper, we aim to develop a solution for automatically discovering such complex mappings.

A variety of techniques have been proposed in the literature for discovering complex mappings between different data representations. For example, the solution for schema mapping (e.g., Clio [22, 26]) infers declarative logic expressions – schema mappings–for data exchange between two databases. The solution takes as input a source and target schema and a set of simple correspondences between schema elements. It then computes all the meaningful join paths in both schemas through a chase algorithm. In particular, the chase algorithm exploits the integrity constraints in schemas such as functional dependencies for computing meaningful join paths. At the end, each pair of meaningful join paths from the source and target schemas is presented to the user as a candidate schema mapping. The user needs to select the desired mapping from a list of candidate mappings.

Another related technique is the solution for discovering complex mappings from database schemas (either relational or XML) to ontologies (e.g., MAPONTO [2, 1]). The solution takes as input a database schema and an ontology, and infers a set of complex mappings representing the semantics of the schema in terms of the ontology. Once again, the solution takes as part of the input a set of simple correspondences between elements in the schema and elements in the ontology. It then analyzes the patterns of the constraints in the schema, and recovers a set of potential conceptual structures in the ontology. The underlying recovery principle is that the schema could be generated from the conceptual structures by the standard database design methodology.

There are several noticeable features shared by the existing solutions for discovering complex mappings. The first is that the solutions assume that the input includes a set of simple correspondences between elements in the input models. For example, in Figure 1, \(F: \text{Price}\rightarrow \text{O: \texttt{PriceSpecification}}\) is such a simple correspondence, where, the symbol ‘\(\rightarrow\)’ represents a corresponding relationship, and we use the prefix \(F\) and \(O\) to distinguish terms in the form and ontology. There are techniques for schema matching (e.g., [27]) that are able to discover simple correspondences between atomic elements in a source and target model. The second feature is that the solutions return a set of candidate mappings for users to select. There is often no ranking among the candidates. The user has to sift through the entire list to find the expected one. Third, the core of the solutions is to capture and analyze specific types of knowledge carried by the models being mapped, for example, integrity constraints or database design patterns. This requirement hinders the application of the existing solutions to the problem we study in this paper.

**Example 1.2.** Suppose we have discovered several simple correspondences between the elements on the form and in the ontology in Figure 1, for example, \(F: \text{Vehicle Search}\rightarrow \text{O: \texttt{Offering}}\) and \(F: \text{Make}\rightarrow \text{O: \texttt{ProductOrServiceModel}}\). Suppose we knew that there were an integrity constraint on the form specifying the uniqueness of the Make for Vehicle Search. Then we could link the ontology concepts \texttt{Offering} and \texttt{ProductOrServiceModel} through the functional (many-to-one) path consisting of the edges \texttt{--gr:includes-->} and \texttt{--gr:hasMakeAndModel-->}. Unfortunately, the extraction of such integrity constraints is difficult, if not impossible, from the form. Alternatively, a mapping discovery solution could use shortest paths to connect the ontology concepts. In this case, the correct functional path would be excluded as a candidate mapping.

Here, we are faced with a specific knowledge discovery problem: Given a Web form and an ontology; suppose there is a solution to specify simple correspondences between elements on the form and elements in the ontology; the problem is to discover the most likely ontology connections that correspond to the semantics of the form which consists of a collection of user input elements. The challenge in the problem is that there is little information about integrity constraints among form elements that can be exploited. In addition, there is no standard design methodology for designing forms from conceptual models. To address the challenge and solve the problem, we resort to machine learning methods that can learn knowledge from examples.

Machine learning has been applied previously to the problem of discovering simple correspondences between atomic elements in different models, for example, schema matching [8, 9, 6] and form matching [11, 30, 25]. The learning problem was often characterized as a classification problem. For example, given a schema
element \( c \) in one schema and some instances associated with \( c \), train different classifiers to classify \( c \) using the elements of another schema as labels. For the problem we study in this paper, we will make use of the techniques for discovering simple correspondences between form elements and ontology elements. However, we need to develop machine learning models to capture the complicated knowledge about semantic correspondences between complex structures among elements on the form and complex structures among elements in the ontology.

We consider the learning and discovery problem as a probabilistic inference problem among a set of potential ontology structures given a form structure. Specifically, for a form \( F \), we can apply a schema matching technique to discover simple correspondences from the elements on the form to elements in the ontology. With a set of identified elements in the ontology, we can discover a set \( G \) of potential structures/connections among the ontology elements. The learning task is to learn a probabilistic model \( h \) such that for each potential structure \( G \in G \), the probabilistic model computes the probability of \( G \) given \( F \), \( P(G|F) \). Hopefully, the structure with the highest probability given \( F \) would be the expected result.

In the rest of this paper, we flesh out the idea outlined above and develop a naive Bayesian approach. To learn the knowledge encoded in complex structures such as ontologies, we are faced with two major challenges: The first is the need to collect large amounts of samples in order to cover every possible structure; the second is an astronomical number of joint probabilities that need to be estimated. To tackle the challenges, we adopt the strategy of the naive Bayes classifier, which has worked quite well in many cases to be estimated. To tackle the challenges, we adopt the strategy of the naive Bayes classifier, which has worked quite well in many
textual content from the form. The collection of elements on a form are often laid out in a particular way in accordance to the semantic relationships among corresponding real-world objects. A common pattern is that a relationship between two entities is represented by a hierarchical parent-child relationship on a form. Essentially, the organization of form elements is a hierarchical containment tree structure. Such a tree structure can be easily obtained by parsing the source code of a form into a tree representation such as a DOM tree.

The tree-like organization of form elements gives rise to a hierarchical structure for modeling a form. In particular, a form can be modeled as an ordered tree of elements called form tree which captures the semantic relationships among the real-world objects represented by the form. A leaf element in the tree corresponds to an input field on the interface. An internal element corresponds to a group of fields. Formally, we define a form tree as follows.

**Definition 2.1 (Form Tree).** A form tree is defined as a labeled, directed and ordered tree, \( F_T = (N, E, <_{sb}, \text{root}) \), where \( N = I \cup E \cup V \) is a finite set of nodes, \( E \) is a finite set of edges, \( <_{sb} \) is the next-sibling relation between children of a tree node, and root \( \in N \) is the root of the tree. Moreover,

- \( I \) is a finite set of input fields (or inputs), where items of \( I \) are drawn from the following set of input fields: \{text box, text area, radio buttons, check boxes, drop-down list, calendar\}.
- \( E \) is a finite set of logical elements. Each \( e \in E \) has a label \( l = \lambda(e) \) and a data type \( t = \tau(e) \), where the function \( \lambda(e) \) returns the label \( l \) of \( e \), and the function \( \tau(n) \) returns the data type \( t \) of \( e \).
- \( V \) is a finite set of values.
- For an edge \((n_i \rightarrow n_j) \in E, n_i, n_j \in N, n_i \) is called parent and \( n_j \) is called child.

**Example 2.1.** On the top of Figure 2 shows the form tree extracted from the form Vehicle Search in Figure 1. Graphically, we use different shapes to represent different types of nodes. The root of the tree is a logical element Vehicle Search representing the entire form. The set of parallel text labels that are contained in the form are extracted as the children of the root. Each text label corresponds to a logical element on the next level in the tree. A text box next to a text label on the form is represented as an input element/field node in the tree which is a child of the logical element corresponding to the text label on the form. For example, the tb_price field node as a child of the logical element node Price in the tree corresponds to the text box next to the text label ‘Price’ on the form. A value node is created for each value on the form. For example, the value ‘Small’ next to the radio button on the form is represented as a value node Small in the tree as a child of the input field node rb_cylinder corresponding to the radio button on the form.

On the bottom of Figure 2 shows an expanded portion of the VSO ontology corresponding to the form tree on the top. The shaded concepts highlight the differences between the ontology portion in Figure 1 and the ontology portion in Figure 2.

**Form Tree Extraction.** Given a Web form, we want to automatically extract a form tree from the form. Form tree extraction is the process of clustering the elements on a form into semantically related groups, and organizing the groups into parent-child hierarchical relationships. In the previous work [17, 3], we developed a machine learning technique that leverages Hidden Markov Models
Given a form tree and an ontology, we now specify the machine learning task for discovering complex semantic mappings from a form tree to an existing ontology as follows:

- **Input**: an form tree $F_T = (N, E, \prec_{sib}, \text{root})$ and an ontology $\mathcal{O} = (C, R, A)$
- **Output**: a set of expressions $\{F_T : e \rightarrow_{m} \mathcal{O} : p\}$
- **Goal**: to discover a subgraph in the ontology graph such that the subgraph captures the underlying meaning of the form tree. Each edge in the form tree is mapped to a path in the subgraph as $F_T : e \rightarrow_{m} \mathcal{O} : p$.

### 3. The Machine Learning Task

After pre-processing a form tree, we approach the problem of discovering complex semantic mapping from the form tree to an ontology in two steps as illustrated in Figure 3. First, we discover *simple correspondences* between the elements of the form tree and the elements in the ontology. Second, we derive semantic connections among the ontology elements that are identified by the form tree elements through the correspondences. Such a two-step paradigm has been employed by various existing solutions for (HMM) for automatically extracting a *form tree* from a form. In this paper, we will assume that a form has been converted to a form tree through the existing solution. Having a form tree, we focus on discovering complex semantic mappings from the form tree to a given ontology.

**Ontology.** An ontology is a conceptual model that describes an agreed-upon conceptualization of a domain. In this paper, we do not restrict ourselves to any particular language for describing ontologies. Instead, we use a generic conceptual modeling language (CML), which contains common aspects of most semantic data models, UML, ontology languages such as OWL, and description logics. Specifically, the language allows the representation of concepts, relationships, and attributes. Concepts are organized in the familiar is-a hierarchy. Relationships are subject to cardinality constraints, which here allow 1 as lower bounds (called total relationships), and 1 as upper bounds (called functional relationships). We use $\mathcal{O} = (C, R, A)$ to represent an ontology $\mathcal{O}$ with a set of concepts $C$, a set of relationships $R$, and a set of attributes $A$. An ontology can be represented as a graph whose nodes are concepts and attributes, and whose edges are relationships and links from concepts to attributes. For the sake of simplicity, we use UML notations, as in Figure 2 (bottom), to represent the ontology graph. Note that in such a diagram, instead of drawing separate attribute nodes, we place the attributes inside the concept nodes. Readers should not be confused by this compact representation. If $r$ is a relationship between concepts $C$ and $D$, we propose to write in text as $C \rightarrow_{r} D$ (If the relationship $r$ is functional, we write $C \rightarrow_{r} D$).

**Simple Correspondence.** Given a form tree $F_T = (N, E, \prec_{sib}, \text{root})$ and an ontology $\mathcal{O} = (C, R, A)$, a correspondence $F_T : v \rightarrow_{\mathcal{O}} u$ relates a node $v \in N$ of the tree $F_T$ to an element $u \in C \cup R \cup A$ in the ontology $\mathcal{O}$.

**Complex Mapping.** In general, a complex mapping relates a subtree of a form tree with a subgraph of an ontology graph. For the purpose of learning and discovering such a complex mapping, we decompose a complex mapping into a set of relationships each of which is between an edge in the form tree and a path in the ontology graph. In particular, a complex mapping is a set of relationships $\{F_T : e \rightarrow_{m} \mathcal{O} : p\}$, each of which relates an edge $e \in E$ of the tree to a path $p \in \mathcal{O}$ in the ontology graph. A path is a sequence of edges where two adjacent edges share an end node.

**The Mapping Discovery Problem.** We define the problem of discovering complex semantic mappings between a form tree and an existing ontology as follows:

- **Input**: an form tree $F_T = (N, E, \prec_{sib}, \text{root})$ and an ontology $\mathcal{O} = (C, R, A)$
- **Output**: a set of expressions $\{F_T : e \rightarrow_{m} \mathcal{O} : p\}$
- **Goal**: to discover a subgraph in the ontology graph such that the subgraph captures the underlying meaning of the form tree. Each edge in the form tree is mapped to a path in the subgraph as $F_T : e \rightarrow_{m} \mathcal{O} : p$.
schema and ontology mapping problems. Example solutions include TranSem [23], Clio [22, 26], HePToX [5], MQG [16], and MAPONTO [2]. As indicated before, we employ existing schema matching techniques (e.g., [27]) to discover candidate simple correspondences with ranked similarity values. In this paper, we then focus on the second step to infer the most likely connections among ontology elements.

**Figure 5: Simple Correspondences between a Form Tree and an Ontology**

**Example 3.2.** Figure 5 shows a portion of a form tree and a portion of an ontology as well as the discovered simple correspondences (dashed arrows) linking them. Given the four concept nodes in the ontology identified by the simple correspondences, we want to discover the most likely connections among these nodes given the form tree. Figure 6 shows two candidate connections. If we assign equal weights to the edges of the ontology graph, both candidate connections are minimum spanning trees among the nodes.

We aim to develop a machine learning method to infer the most likely connections in an ontology given a form tree. In general, we can define the learning task as follows:

**Given:**
- A set of form trees \( \{ F_T^i = (N^i, E^i, \prec_{sub}, root^i) \} \) and an ontology \( \mathcal{O} = (C, R, A) \);
- A set of training examples \( \{ M^i \} \), where \( M^i = \{ F_T^i : e^i \rightarrow m^i \mathcal{O} : p \} \) is a set of mapping expressions capturing the semantic mappings between a form tree \( F_T^i \) and the ontology \( \mathcal{O} \).

**Task:**
- To determine a hypothesis \( h \) which can infer the desired semantic mapping \( M = \{ F_T : e \rightarrow m \mathcal{O} : p \} \) between a new form tree instance \( F_T \) and the ontology \( \mathcal{O} \).

To complete the design of the learning algorithm, we must now decide

1. what type of knowledge to be learned?
2. how to represent the hypothesis to be learned?
3. what is the learning mechanism?

**Example 3.3.** Suppose we have learned a hypothesis \( h \) from a set of training examples. For the two candidate connections in Figure 6, the hypothesis should be able to infer that the connection (b) is the most likely one given the form tree in Figure 5. More specifically, the hypothesis \( h \) should compute the probabilities of the candidate connections given the form tree, and return the one with the highest conditional probability. Thus, our goal is to learn a probabilistic model that can estimate the conditional probability of each subgraph in the ontology graph given a form tree.

**4. A NAIVE BAYESIAN APPROACH**

Ontology graphs are often not simple graphs. That is, it is very common that there are multiple parallel relationships between two
correspondences. One of the main obstacles for learning a hypothesis to estimate the conditional probability of each subgraph in an ontology graph given a form tree is the intractable number of possible subgraphs. In this section, we propose a naive Bayesian approach to the problem.

At the most general level, we can define the probabilistic inference problem as follows. Let \( G \) be a random variable ranging over the set \( \mathcal{G} \) of all possible subgraphs of the ontology graph \( \mathcal{O} \), and let \( F_T \) be a given form tree. Then the most likely subgraph \( G_{\text{target}} \) that corresponds to the form tree is the one that maximizes \( P(G|F_T) \), the conditional probability of a subgraph given the form tree, i.e.,

\[
G_{\text{target}} = \arg \max_{G \in \mathcal{G}} P(G|F_T) \tag{1}
\]

Suppose a set of simple correspondences between the elements of the form tree and the elements of the ontology have been specified. Given the simple correspondences, we can focus on those subgraphs (essentially, subtrees) each of which spans the set of nodes identified by the set of simple correspondences. Note that when we apply a schema matching system to discover simple correspondences, the system may generate multiple sets of candidate correspondences for a single form tree. Each set of candidate correspondences identifies a set of candidate nodes in the ontology graph. Our method searches the space of all the subtrees spanning all the sets of candidate nodes.

![Image](Figure 7: Multiple Candidate Sets Identified by Correspondences)

**Example 4.1.** Figure 7 shows an additional simple correspondence between the form tree and the ontology as shown in Figure 5 before. The Make element of the form tree is linked to the ontology concept gr:BusinessEntity as well. Taking the correspondences emitting from Make in turn, there is an additional candidate connection (using minimum spanning tree) in addition to the previous two in Figure 6. The probabilistic model will estimate the conditional probabilities of all the candidate connections.

Let \( F_T = (N, E, <_{nt}, \text{root}) \) be a form tree with a set of nodes \( N \) and a set of edges \( E \). Let \( G = (V_G, E_G) \) be a subtree in the ontology that is identified by a set of correspondences between elements of the form tree and elements of the ontology. Consequently, for each edge \( e_i = (v_i, v_j) \in E \) in the form tree, there are two correspondences \( v_i \sim s_{e_i} \) and \( v_j \sim t_{e_i} \), connecting the end nodes of the edge \( e_i \) to two objects in the ontology graph (see Figure 8). We use \( s_{e_i} \) to represent the ontology object corresponding to the source node of the edge \( e_i \), and \( t_{e_i} \) the object corresponding to the target node of \( e_i \). In the subtree \( G \), there is a unique path between \( s_{e_i} \) and \( t_{e_i} \) corresponding to each edge \( e_i \) in the form tree. Hence, we write a complex mapping between a form tree and an ontology as \( M = \{ F_T : e_i \sim s_{e_i}, t_{e_i} \} \), where \( p(x_i, t_{e_i}) \) is a path in the ontology graph corresponding to an edge \( e_i \) in the form tree.

![Image](Figure 8: Mapping From a Form-Tree Edge \( e_i \) to an Ontology Path \( p(x_i, t_{e_i}) \) (thick lines))

In general, the probability of a subtree \( G \) given \( F_T \) is the joint probability of all the paths \( p(x_i, t_{e_i}) \) for all the edges \( e_i \in E \) given \( F_T \), i.e.,

\[
P(G|F_T) = P(p(x_{i_1}, t_{e_{i_1}}), p(x_{i_2}, t_{e_{i_2}}), ..., p(x_{i_n}, t_{e_n})|F_T) \tag{2}
\]

where \( e_i \in E, i = 1...n \) is the set of edges in the form tree. Now, the question is how to estimate the probabilities of all such subtrees (actually, Steiner trees [15]) spanning the sets of candidate nodes given the form tree \( F_T \). In this paper, we adopt the strategy of the naive Bayes classifier by assuming a series of conditional independences. Specifically, we first assume that the paths of a Steiner tree \( G \) are conditionally independent given the form tree. Having this assumption, therefore, we have:

\[
P(G|F_T) = P(p(x_{i_1}, t_{e_{i_1}}), p(x_{i_2}, t_{e_{i_2}}), ..., p(x_{i_n}, t_{e_n})|F_T) = \prod_{i=1}^{n} P(p(x_{i}, t_{e_{i}})|F_T) \tag{3}
\]

Let us now focus on a single term \( P(p(x_{i}, t_{e_{i}})|F_T) \). Our goal is to learn a model that can estimate the probability from training examples. As is often the case, applying Bayes’ rule is helpful:

\[
P(p(x_{i}, t_{e_{i}})|F_T) \propto P(F_T|p(x_{i}, t_{e_{i}})) P(p(x_{i}, t_{e_{i}})) \tag{4}
\]

We now have two new terms, for which, hopefully, we can learn from examples. We call the term \( P(F_T|p(x_{i}, t_{e_{i}})) \) a *design model* which describes how a form tree would be designed given an ontology path. The term \( P(p(x_{i}, t_{e_{i}})) \) is the *prior* probability of ontology paths being modeled by the users in the application domain. Using the element correspondences, we can now treat the nodes of the form tree as the objects in the ontology graph. Given a path \( p(x_{i}, t_{e_{i}}) \) in the ontology graph, the design model specifies how the designer uses direct edges to connect pairs of the objects in the ontology when designing the form tree.

**Example 4.2.** Figure 9 illustrates how the design model is used to estimate the probability of a form tree. Figure 9 (a) and (b) show two possible ontology connections among three concepts identified by the correspondences from a form tree: gr:Offering, gr:PriceSpecification, and gr:ProductOrServiceModel. The form tree is in the cloud whose node names have been replaced with the corresponding ontology concept names. Each possible connection has two paths between the identified concepts: \( p_{a1}, p_{a2} \) for the
connection in (a) and $p_{b_1}, p_{b_2}$ for the connection in (b). The design model gives rise to the conditional probability of the form tree given a path. For example, $Pr(e_1, e_2|p_{a_1})$ is the conditional probability of the form tree given the path $p_{a_1}$. Similarly, $Pr(e_1, e_2|p_{a_2})$, $Pr(e_1, e_2|p_{a_3})$, and $Pr(e_1, e_2|p_{a_4})$ are conditional probabilities of the form tree given other three paths.

$$P(F_T|p^{(s_e_i,t_e_j)}) = \prod_{j=1}^{n} P(e_j|p^{(s_e_i,t_e_j)}) \forall e_j \in E$$ (5)

Now the learning is reduced to learn a model that can estimate the conditional probability of a single edge given an ontology path, i.e., $P(e_j|p^{(s_e_i,t_e_j)})$. We will use a corpus of forms $F$ as training examples to estimate the probability terms $P(e_j|p^{(s_e_i,t_e_j)}) \forall e_j \in E$. For each form tree in the training set, the nodes of the tree are labeled with the corresponding objects, and the edges are labeled with the corresponding paths in the ontology. Therefore, each pair of objects in the ontology can be considered as a possible edge in the form tree. Hence, we estimate $P(e = (u, v)|p^{(s_e_i,t_e_j)})$, the probability of a pair of ontology nodes $(u, v)$ given the path $p^{(s_e_i,t_e_j)}$.

To avoid the zero probability problem, we adopt the m-estimate probability as defined as: $\frac{n_e + m}{n + m}$, where $n$ is the number of times the path $p^{(s_e_i,t_e_j)}$ appears in the training set, $n_e$ is the number of times the potential edge $e = (u, v)$ appears in the training set together with the path $p^{(s_e_i,t_e_j)}$, $p$ is the prior estimate of the probability, and $m$ is a constant called the equivalent sample size. With uniform priors and with $m$ equal to the number of pairs of objects in the ontology, the estimate for $P(e|p^{(s_e_i,t_e_j)})$ will be:

$$\frac{n_e + 1}{n + m}$$

To complete the design of our learning algorithm, we still need to estimate the prior probability $P(p^{(s_e_i,t_e_j)})$. In general, we can estimate the probability by counting the frequency with which each path occurs in the training data. However, the number of paths in a multi-graph is enormous. We will make another reasonable assumption by breaking up a path into edges in the ontology graph and assuming that edges are independent of each other (analogous to the independence assumption of dictionary words in a document in the naive Bayes classifier.) Let $oe_1, oe_2, ..., oe_m \in p^{(s_e_i,t_e_j)}$ be the set of ontology edges in the path $p^{(s_e_i,t_e_j)}$. By the independence assumption, we have

$$P(p^{(s_e_i,t_e_j)}) = \prod_{k=1}^{m} P(oe_k)$$ (6)

where, $p'$ is a shorthand for $p^{(s_e_i,t_e_j)}$.

Consequently, we reduce the problem of estimating the prior probability of a path to estimating the prior probability of each ontology edge. Specifically, for an ontology edge $e$, we adopt the m-estimate once again: $\frac{n_e + 1}{n + m}$, where $n_e$ is the number of times the edge $e$ appears in the training data, $n$ is the total count of different ontology edges in the training data, and $m$ is the total number of edges in the ontology graph.

Finally, we need to identify the set $G$ of possible connections in $G_{target} = \arg \max_{G \in \mathcal{G}} P(G|F_T)$. By adopting the principle of Occam’s razor: prefer the simplest hypothesis, we will consider the set of minimum Steiner trees among the sets of nodes identified by the simple correspondences. Since finding a minimum Steiner tree is NP-complete [15], we use an approximate method in the literature to generate minimum Steiner trees.

Let us put all together. For a Steiner tree $G$ identified by a form tree $F_T = (N, E = \{e_1, e_2, ..., e_n\}, root)$, let the set of paths of $G$ corresponding to the edges in $F_T$ be $\{p^{(s_{e_1},t_{e_1})}, p^{(s_{e_2},t_{e_1})}, ..., p^{(s_{e_n},t_{e_n})}\}$. We have,

$$P(G|F_T) \propto \prod_{i=1}^{n} P(p^{(s_{e_i},t_{e_i})} | F_T)$$

$$\propto \prod_{i=1}^{n} \prod_{j=1}^{n} P(e_j|p^{(s_{e_i},t_{e_i})}) \times P(p^{(s_{e_i},t_{e_i})})$$

$$\propto \prod_{i=1}^{n} \prod_{j=1}^{n} \prod_{k=1}^{m} P(e_j|p^{(s_{e_i},t_{e_i})}) \times P(oe_k)$$ (7)

where, $oe_k$ is an ontology edge in the path $p'$ (shorthand for $p^{(s_{e_i},t_{e_i})}$) that is identified by the form tree edge $e_i$. It is convenient for computation to take logarithm of multiplications, therefore,
In particular, we selected the Vehicle Sale Ontology (VSO)\(^4\) for the automobile domain. We used the bibliographic data ontology\(^5\) for the book domain. Finally, we extended the GoodRelations ontology\(^6\) to the hotel and the real estate domains. Table 1 illustrates the characteristics of the forms and ontologies used in the experiments.

**Methodology:** For each form, we created a semantic mapping from the form to the corresponding domain ontology. We then conducted 10-fold cross validation for testing the model. In each round, we first used 9-subset training examples to learn the parameters. We then applied the method to the remaining subset that had been set aside for testing. In the process, we incorporated a matching tool that was able to automatically discover sets of simple correspondences between the nodes of the form tree and some nodes in the ontology graph. For each set of simple correspondences, the naive Bayesian method first discovered a set of candidate subgraphs among the set of corresponding nodes in the ontology graph. The method then computed the logarithm value of the posterior probability of a subgraph given the form tree, and ranked all the subgraphs in descending order based on the logarithm values. We then compared the results returned by the method to the expected mappings. We recorded the ranked orders of the expected mappings in the entire lists of results returned. Finally, we analyzed the results to answer the questions we had at the beginning of the experiments.

**Results:** Figure 10 shows the analysis results about whether the method can return the expected mappings as the top-1 result. The results are illustrated as the average percentages of the test cases when the model returned the expected mappings as the top-1 result. Each column represents the average percentage for a domain. The results show that above 80% of the times, the expected mapping is returned as the top-1 result.

In the same Figure 10, we also show the average total numbers of candidate mappings returned for the test domains. The information is illustrated by the line. For example, for the Automobile domain, on average there were about 995 candidate subgraphs returned as the mappings. About 80% of the times, the top-1 result was the expected mapping. Similar information can be read off the figure. Notably, the sizes of the candidate lists were quite large except for the Book domain, where most book search forms use only attributes of single Book concept in the ontology. Without ranking, a user may need to sift through a long list in order to find the expected mapping.

When the expected mappings were not returned as the top-1 results in several domains, we wondered whether the expected mappings could be returned in candidate lists with very small sizes. Figure 11 demonstrates the results. Each column shows that in 100% of the times, the expected mappings were returned by the method. The line shows the numbers of the candidate results in each domain. The maximum number of candidate mappings is 4, i.e., the lowest ranking of an expected mapping is 4. Therefore, we believe that it is possible to dramatically reduce the number of candidate mappings and save a great deal of human efforts for selecting the expected results.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Number of Forms</th>
<th>Avg. Form Tree Size (Total # of Nodes and Edges)</th>
<th>Ontology</th>
<th>Number of Nodes</th>
<th>Number of Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automobile</td>
<td>120</td>
<td>11</td>
<td>Vehicle Sale Ontology</td>
<td>553</td>
<td>3771</td>
</tr>
<tr>
<td>Movie</td>
<td>126</td>
<td>13</td>
<td>Movie Ontology</td>
<td>56</td>
<td>115</td>
</tr>
<tr>
<td>Book</td>
<td>135</td>
<td>11</td>
<td>Bibliographic Data</td>
<td>1011</td>
<td>2188</td>
</tr>
<tr>
<td>Hotel</td>
<td>90</td>
<td>13</td>
<td>Hotel Extension to the</td>
<td>604</td>
<td>3267</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GoodRelations Ontology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real Estate</td>
<td>130</td>
<td>15</td>
<td>Real Estate Extension to the</td>
<td>384</td>
<td>1323</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GoodRelations Ontology</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Characteristics of Forms and ontologies for the Experiments

\[
P(G|F_T) \propto \left( \prod_{i=1}^{n} \prod_{j=1}^{n} P(e_{ij}|p(s_{ij}, t_{ij})) \times \prod_{k=1}^{m} P(o(e_{ik})) \right) \\
\propto \sum_{i=1}^{n} \sum_{j=1}^{n} \log \left( \prod_{j=1}^{n} P(e_{ij}|p(s_{ij}, t_{ij})) \times \prod_{k=1}^{m} P(o(e_{ik})) \right) \\
\propto \sum_{i=1}^{n} \left( \log \left( \prod_{j=1}^{n} P(e_{ij}|p(s_{ij}, t_{ij})) \right) + \log \prod_{k=1}^{m} P(o(e_{ik})) \right) \\
\propto \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \log P(e_{ij}|p(s_{ij}, t_{ij})) + \sum_{k=1}^{m} \log P(o(e_{ik})) \right) 
\]
Discussion: Although the experimental results show that the naive Bayesian method was able to discover the correct mappings and return them as the top-k ($k \leq 4$) results for the test data sets, we need to understand why the correct mappings were not ranked as the top-1 results for some cases. We examined the results and found that the sample sizes of some events were very small in the training data. As a result, the posterior probability of the combination of a set of correct paths might not win over the posterior probability of a set of paths that appeared more frequently in the training data. One solution is to increase the size of training examples. Moreover, we could modify the naive independence assumptions by considering the dependence between a pair of paths or edges.

6. RELATED WORK

We have discussed the limitations of the existing solutions for discovering complex mappings between different data representations including database schemas [22, 26] and ontologies [2, 1]. In this paper, we proposed a machine learning-based approach for discovering complex mappings from Web forms to ontologies. For discovering simple correspondences, various techniques have been proposed [20, 7, 21, 19, 8, 9]. These techniques exploit linguistic and structural information of schemas as well as data instances. In this paper, we used the existing schema matching techniques to generate a set of simple correspondences.

Machine learning techniques have been applied to the problem of discovering schema matchings, i.e., simple correspondences (e.g., Doan et al. in [8, 9]). In this paper, we develop a method that learns probabilistic models through corpora of forms and their associated mappings. A similar corpus-based approach has been proposed for schema matching as well [19], where useful statistics are calculated from schema corpora to improve the accuracy of schema matching.

The study on form modeling and understanding [10, 11, 12, 13, 24, 29, 30, 31] aims to model and extract semantic information from a form. Specifically, a form is modeled as a “flat” set of attributes in [11], a visual layout in [12, 13], a set of “query capabilities” in [31], or a hierarchical structure in [30, 10]. To extract these kinds of models, various rule-based and model-based techniques have been proposed. These techniques exploit various information including visual layout, corpora of forms, Web browser rendering, and expert knowledge.

A closely related work is the study on extracting ontologies from forms [4, 28]. FAETON [4] is a semi-automatical tool for building tailored ontologies from a set of data acquisition forms. The
method proposed for FAETON analyzes the basic fields and labels, visual and geometric features, and type information on a form to extract a logical model, and then builds a tailored ontology through a set of heuristics. The OntoBuilder project [28] is another pioneer work on supporting the extraction of ontologies from Web interface forms. The algorithms in OntoBuilder identify structural information using composition and precedence constructs. Ontologies are used as the underlying data model for discovering matching between forms. Our study is different from the above works in that we explored machine learning techniques for discovering complex mapping between Web forms and existing ontologies.

7. CONCLUSION

We are motivated to study an automatic approach for linking various Web forms to ontologies on the Semantic Web. We proposed a solution by exploiting machine learning techniques. In the learning process, we were faced with two challenges: the need to collect large amounts of training examples and the need to estimate an intractable number of joint probabilities. To overcome, we adopted the strategy of the naive Bayes classifier. A form is first converted to a tree structure using an existing technique. Then a semantic mapping between a form tree and an ontology is specified in terms of a set of relationships between tree edges and ontology paths. The naive Bayesian approach assumes that ontology paths are conditionally independent given a form tree. Our experimental results show that the approach is effective and has the potential to save significant efforts in discovering mappings from forms to ontologies. Such a mapping would be very useful for integrating data residing in heterogeneous online databases.

There are a couple of limitations in the naive Bayesian approach. The first one is obviously the oversimplified assumptions about the conditional independence between ontology paths and edges. The second one is using Steiner trees as candidate connections among a set of identified concepts in the ontology. In future, we intend to exploit more sophisticated probabilistic models such as Bayesian networks to capture more realistic conditional independence among ontology elements. In addition, we will examine more efficient algorithms to connect ontology concepts through meaningful links.
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