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Abstract. Accurate summarizability is an important property in OLAP systems 
because inaccurate summaries can result in poor decisions. Furthermore, it is 
important to understand and identify the potential sources of inaccurate summa-
ries. In this paper, we present a taxonomy of inaccurate summary factors and 
practical rules for handling them. We consolidate relevant terms and concepts 
in statistical databases with those in OLAP systems and explore factors that are 
important for measuring the impact of erroneous summaries. We discuss these 
issues from the perspectives of schema, data, and computation. This paper con-
tributes to a comprehensive understanding of summarizability and its impact on 
decision-making.  Our work could help designers and users of OLAP systems 
reduce unnecessary constraints caused by imposing rules to eliminate all sum-
marizability violations and give designers a means to prioritize problems. 

1   Introduction 

Data warehouses contain large sets of subject oriented, integrated, historical, and rela-
tively static data used for strategic decision making.  Because data warehouses are 
typically magnitudes larger than operational systems, they typically contain many ag-
gregate summaries of base data.  Thus, accurate summaries are necessary to ensure 
that the decisions based on them are sound.   

Summarizability refers to the property of whether performing an aggregate opera-
tion will result in an accurate result.   Martyn [1] describes three design criteria neces-
sary for all database systems, consisting of correctness, efficiency, and usability, and 
argues that data correctness is of utmost importance.  Lenz and Shoshani [2] also ar-
gue that summarizability in online analytic processing (OLAP) is an important prop-
erty because violating this condition can result in erroneous conclusions and deci-
sions. Shoshani [3] further argues that it is important for OLAP systems to borrow 
some areas of statistical database systems, such as strict classification hierarchies and 
the distinction between summary data from attributes.   

Prior research in both statistical databases and OLAP has explored numerous con-
ditions that could result in erroneous summarizations.  However, the issues are dis-
persed throughout the literature in OLAP systems and statistical databases and have 
not been consolidated into a comprehensive taxonomy of issues that could result in 
inaccurate summaries. These analyses have focused on identifying the existence of er-
roneous summaries, rather than the impact on decision making. We note that the type 
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of query and proximity of the summary outputs to decision points also affect the im-
pact of inaccurate summaries. Furthermore, not all issues can be eliminated and 
methods for eliminating the problems can restrict number and types of queries that 
can be entered.  It is therefore important to identify the factors that could lead to inac-
curate summaries and approaches to manage them.  

In [4], we analyze various causes of non- and semi- additive data in OLAP sys-
tems, and suggest rules for identifying and managing these data.  This paper expands 
our earlier work on additivity and look beyond simply identifying the existence of ag-
gregate summary problems.  

In this paper, we present a taxonomy of inaccurate summary factors and practical 
rules for handling them. The primary contributions of this paper are as follows: first, 
our taxonomy of inaccurate summaries is comprehensive in that (1) we cover them 
from the perspectives of schema, data, and computation, and (2) we consolidate rele-
vant terms and concepts in statistical databases with those in OLAP systems. Sec-
ond, we suggest metadata that can be used to identify schema, data, and computa-
tional problems and suggest how to use this metadata to detect the impact that an 
invalid summary may have on a decision. Third, we present practical rules that can be 
used to quickly identify problems that have the potential to impact decisions: 

Our paper is organized as follows: Section 2 describes relevant literature.  Section 
3 details a comprehensive taxonomy of summarizability issues in OLAP systems.  
Section 4 examines how these issues influence decision-making.  Section 5 suggests 
techniques for managing summarization problems.  Finally, Section 6 concludes our 
paper.

2   Background and Related Literature 

Data warehouses are typically conceptualized as facts and dimensions, whereby facts 
are measures of interest, and dimensions are attributes used to browse, select, group, 
and aggregate measures of fact tables.  Attributes that are used to aggregate measures 
are labeled classification attributes, and are typically conceptualized as hierarchies.  
An example of a classification hierarchy is the time dimension, upon which measures 
can be aggregated from the lowest level of granularity, dates, into progressive higher 
months, quarters, and years.  For example, a profit measure may be aggregated from 
the daily profit to the monthly, quarterly, or yearly profit. 

Typically, data is aggregated along multiple hierarchies, summarizing data along 
multiple dimensions.  For example, a summary may show the total sales in the year 
2004 at all branch locations in Pennsylvania.  In this case, the sales measure is rolled 
up along the time dimension and location dimension.  Because of the enormous size 
of the data sources, operations are performed to summarize measures in a meaningful 
way.  The typical OLAP operations include Roll-up, Drill-down, Slice, Dice, Pivot-
ing, and Merging.  

Data are most commonly aggregated using the SUM operator in OLAP systems 
[5]. Measures can be classified based on whether they can be meaningfully added 
along hierarchies in various dimensions.  Specifically, measures are classified as non-
additive, semi-additive, or fully-additive, whereby a measure is: 
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• fully-additive if it is additive across all dimensions; 
• semi-additive if it is only additive across certain dimensions; and, 
• non-additive if it is not additive across any dimension. 

Previous research on summarizability has focused on three primary areas.  The first 
is identifying problems that could lead to summarizability problems [2, 3, 4].  The 
second focus is on defining methods for eliminating issues that could result in inaccu-
rate summaries [6, 7].  The final focus is on making these problems visible through 
conceptual models [7, 8, 12].   

Classifying measures based on the number of dimensions along which they can be 
aggregated is useful for making visible where inaccuracies may occur.  However, this 
classification scheme does not give insight into the reason why measures are not addi-
tive, nor does it focus on problems that could result using other aggregate operators.  
In our previous work [4], we analyzed the reasons why certain attributes were not ad-
ditive along certain dimensions, and distinguished between temporally and categori-
cally semi-additive measures. 

Lenz and Shoshani [2] take a broader look at the problem of erroneous summaries, 
and identify issues that are applicable to various aggregate operations. They describe 
three necessary conditions for summarizability, including disjointness, completeness, 
and type compatibility. Lehner, Albrecht, and Wedekind [6] suggest normal forms for 
multi-dimensional databases that can be used to guarantee summarizability.  The fo-
cus of their research is to ensure that a broad range of schemas can be designed to 
meet both the completeness and disjointedness summarizability conditions specified 
by Lenz and Shoshani [2].  Hüsemann, Lechtenbörger, and Vossen [7] also suggest an 
approach for designing data warehouses that avoids aggregation anomalies. The ap-
proaches of both Lehner et al. and Hüsemann et al. focus on eliminating all possible 
aggregation anomalies through normal forms.   

Tryfona et al. [8] suggest incorporating summary properties into the conceptual mod-
eling of data warehouses.  Specifically, they note that measures should be classified as 
stock, flow, or value per unit because different properties behave differently with differ-
ent summary functions.  Additionally, they note that object properties, including strict-
ness and completeness should also be modeled.  By incorporating this information into 
the model, potential problems can be made apparent at the conceptual level.   

Shoshani [3] notes that OLAP systems and statistical databases are quite similar, 
and compares the work done in both areas.  He argues that data warehouses should 
include a statistical object data type.  Furthermore, he states that this statistical object 
data type should support the semantics, operations, and physical structure of the 
multi-dimensional space, and must also manage metadata of the category values and 
hierarchical associations.   

In our paper, we expand upon this research by creating a comprehensive taxonomy 
of issues that could result in summarizability violations.  

3   Taxonomy of Inaccurate Summaries 

In OLAP systems, inaccurate summaries have typically been categorized based on both 
the number of hierarchies that measures could be aggregated, as is the case with label-
ing measures as additive, semi-additive, non-additive.  In the statistical database (SDB) 
community, the terms Flow, Stock, and Value per Unit are used to classify summariza-
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bility problems. There are similarities among the problems identified in both the SDB 
and OLAP communities.  We clarify the relationships between the terms used to iden-
tify problems in OLAP systems with those in statistical databases in Table 1.  

Table 1. Comparison of summarizability terms used in OLAP and Statistical databases 

 
In addition to the problems described above, the utility of a summary is also par-

tially dependant on the extent of missing, biased, and inaccurate data, the type and 
purpose of queries, the visibility of any problems, and the content of the data.  There-
fore, we present a comprehensive taxonomy that differentiates structural issues, data 
issues, and computation issues.  This taxonomy is intended to illuminate properties of 
the schema, data, and aggregate operator that could lead to erroneous summaries.   

Fig. 1. The Taxonomy of inaccurate summaries in a UML class diagram 
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At the highest level, we differentiate three primary causes of aggregation problems: 
schema, data, and computation.  Inaccuracies due to schema refer to those problems 
that are associated with the dimensional hierarchy, including non-strict and  
incomplete hierarchies, multiple path hierarchies, and heterogeneous dimensions.  
Data-based inaccuracies refer to problems related with the specific data instances, in-
cluding changing data, inaccurate data, and imprecise or changing measurement 
 

Table 2. Taxonomy of Potential Summarization Problems 
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instruments.  And, computational inaccuracies refer to problems related to inappro-
priately computing aggregates summaries, such as those that could result from sum-
ming measures of intensity, summing data snapshots, or using the mean to find the 
central tendency of log-normally distributed data.  Figure 1 summarizes the taxonomy 
in a UML class diagram and Table 2 depicts our taxonomy of potential summarization 
problems. 

3.1   Schema Level 

Inaccurate summaries can result when the structure of the classification hierarchies 
does not meet certain necessary conditions.  Specifically, problems can result from 
non-strict and incomplete hierarchies, and can occur at the level of either micro-data 
or macro-data.  Micro-data refers to base data, while macro-data refers to schema  
objects.    

A strict hierarchy refers to a classification hierarchy whereby each object at a 
lower level belongs to only one value at a higher level.  Non-strict hierarchies can be 
thought of as many-to-many relationships between a higher level of a hierarchy and a 
lower level.  Lenz and Shoshani [2] refer to strict hierarchies as disjointed, and note 
that disjointedness of category-attributes is a necessary condition for summarizability.  
In order to test for disjointedness, or hierarchy strictness, it is necessary to examine 
the semantic knowledge of the micro-data or test the actual data.  They describe  
students being assigned to a single department as an example of disjointedness; 
whereas, if students could be assigned to multiple departments, the disjointedness 
property would be violated.  The non-strict hierarchy in Figure 2 depicts a situation 
where at the schema level, the student object rolls up only to one higher level object, 
Department, but at the micro-data level, an individual student could be assigned to 
more than one department.  If each student has values for tuition_paid associated with 
them, then the payments associated with these students may be counted more than 
once.   

S1 S3S2 S4

D2D1

Student

Department EngineeringComputer Science

 

Fig. 2. Non-strict Hierarchy 

In order to ensure that dimensional hierarchies are complete, it is necessary that 
they satisfy two conditions.  All lower level members must belong to one higher level 
object, and that object must consist of those members only.   We will refer to these 
different types of incomplete hierarchies as Orphaned-incomplete, which will include 
hierarchies where lower level records are stored, but are not associated with parents.  
Omitted-incomplete include hierarchies where records are not stored in the database. 
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S1 S3S2 S4

D2D1

Student

Department EngineeringComputer Science

Orphaned: No Parent
There is an applicable parent

S5

Parent Ommitted:
Not Stored

S6

Not Applicable:
No parents are applicable

Not Applicable

Fig. 3. Three Cases of Incomplete Hierarchy 

Additionally, we will also differentiate null values that occur when there are no ap-
plicable parents.  We label these missing values as Not Applicable-incomplete.  In the 
student-department example, there are three situations where the hierarchy does not 
meet the completeness property.  First, it is possible that a student was stored in the 
database, but their department was not stored in the database.  Second, it is possible 
that the student existed and was assigned a department, but was not stored in the data-
base.  Finally, it is possible that the student is not and should not be assigned a de-
partment, as may be the case with non-matriculated students.  In any case, aggregat-
ing the data along this hierarchy will be incomplete.  Figure 3 depicts an incomplete 
hierarchy of the three cases. 

Thus far, we have looked at situations where one dimensional category is rolled up 
to a single dimensional category (i.e. student rolled up to department).  Multiple path 
hierarchies consist of hierarchies where a lower level category can be aggregated to 
more than one higher level category.  In situations lower level instances are associated 
with more than one parent which are located in different dimensional attributes.  In 
some cases, instances can only have one parent; while in other cases, instances can 
have parents in multiple different attributes.  For example, Hurtado and Mendelzon 
[9] describe an example data warehouse schema, whereby an international organiza-
tion keeps track of shops, which have a parent in either state or province, depending 
on their country.  It is legal to aggregate the sales in a select set of states with those in 
a select set of provinces.  However, if a child has parents in both of the selected at-
tributes, then erroneous summaries can result.   

This situation could be further complicated if these parents are part of different het-
erogeneous dimensions.  This situation could happen in multiple data marts. Data 
marts can be tied together using drill-across techniques when dimensions linked to the 
facts are either exactly the same or perfect subsets of each other.  Abelló, Samos, and 
Saltor [10] argue that completely conforming dimensions unnecessarily restricts the 
usage of drill across.  They argue that it is possible to drill-across different fact tables if 
there are derivation, generalization, association, or flow relationships among the  
related dimensions.  While it may be possible to relate fact tables that do not share  
dimensions, drilling across non-conformed dimensions could result in inaccurate sum-
maries.  Abelló et al. [10] note that dimensions evolve over time, and new schemas can 
be linked to older schemas through flow relationships.  However, semantic relation-
ships may differ at different times.  For example, in [4], we describe how the depend-
ency between area code and location was eliminated, making it possible to misinterpret 
comparison queries between facts stored before and after the dependency changed. 
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3.2   Data Level 

Imprecise, biased, and inconsistent data may result in erroneous summaries.  This is 
especially true when some measures stored in data warehouses are derived from 
measurement instruments.  Measurement instrument is a term used to describe the 
method used to collect the base data.  Measurement instruments can be physical in-
struments (e.g. thermometers, photometers, GPS systems, registers, bar-code scan-
ners), or they can be methods for collecting data (e.g. census surveys, inventory 
counts).   

Regardless of the medium used to collect the data, all measurement instruments 
have some imprecision associated with them.  Imprecision refers to the exactness or 
reliability of the data collected from a measurement instrument. Bias is a measure of 
the systematic offset or shift of data collected from a measurement instrument.  If the 
values captured are persistently lower than the data in the real world, then the meas-
urement instrument is considered to be negatively biased.  Alternatively, if the cap-
tured data are persistently higher than the real world value, the measurement instru-
ment is positively biased.  

Inconsistency occurs when the method used to record data changes because the 
physical instruments used to record the data were changed, the software used to cap-
ture the data changed, or the procedure used to record or capture the data was altered.  
Aggregating data that was collected using different measurement instruments (includ-
ing process changes) can result in erroneous summaries.  And, data collected with one 
measurement instrument may not be comparable with data collected using a different 
measurement instrument.  Unless changes are recorded, decision makers may come to 
the conclusion that there were changes in the data; when, in fact, the differences were 
only a result of the measurement instrument.  

3.3   Computation Level 

Computational inaccuracies are problems that are related to using aggregate operators 
that are not appropriate for the data, or aggregating data with differing units.  
Rafanelli, Bezencheck, and Tinini [11] classify three types of meta-data that are con-
sidered relevant to summarizability, including the aggregation function (count, sum 
average etc.), the summary type (real, non-negative integer, etc.), and the 
phenomenon described by the statistical object (population, income, etc.).  
Computational problems occur when there is an illegal or problematic interaction 
between these different components.  Specifically, an issue arises when summary 
objects cannot provide meaningful summaries of the phenomenon described by the 
statistical object using certain aggregate operators.  Several types of computational 
problems are described below. 

Lenz and Shoshani [2] distinguish between stock and flow measurements.  Meas-
ures that can be characterized as stock measurements, such as inventory levels or 
bank account balances, are typically non-additive across the time dimension, meaning 
that these measures cannot be aggregated using the summation operator unless 
grouped by time.  We named these measures temporarily non-additive [4]. Certain 
stock levels such as measurements of intensity, and pre-aggregated averages, maxi-
mums, and minimums, cannot be meaningfully added regardless of the elements by 
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which these measures are grouped [5], [4].  While stock levels cannot be aggregated 
using the sum operator, all other aggregate operators can be used to aggregate stock 
measures.   Other measures cannot meaningfully be aggregated using either the sum 
or average operator, such as measures of direction [4].   

Certain measures cannot be meaningfully aggregated regardless of the aggregate 
operator.  It is not mathematically permissible to aggregate values that have different 
units.  In a scientific context, an example would be attempting to aggregate a measure 
of distance with a measure of mass.  And, it is not permissible to aggregate two dif-
ferent measures of distance with different units unless the data are translated into a 
common unit.  In a data warehousing context, basket counts cannot always be mean-
ingfully aggregated because these measures aggregate items with different units. We 
named these measures categorically non-additive [4]. For example, a basket-count 
may aggregate 1 telephone with 3 packs of bubble-gum for a total of 4 items.  In this 
case, the data are translated into similar units based on an abstraction hierarchy, 
whereby both bubble-gum and telephones are products.  As we discuss in [4], certain 
basket-counts may be meaningful if there is a low level of abstraction necessary to 
translate the items into similar units.  

In [5], Kimball and Ross note several types of measures that are inherently non-
additive.  They state that percentages and ratios, such as gross margin, are non-
additive, and therefore, when designing systems, both the numerator and denominator 
should be stored in the fact table.  Additionally, they note that it is important to re-
member when summing a ratio, it is necessary to take the ratio of the sums and not 
the sums of the ratios.  In other words, the numerator and denominators should first be 
aggregated separately using the sum operator, and then the totals should be divided, 
yielding the appropriate ratio values.  

4   Measuring the Influence of Inaccurate Summaries 

Incorrect summaries can result if instances of measures are incorrect, not counted, or 
counted more than one time in an aggregate summary. It is not always possible to 
automatically identify and record sources of summarization problems, since many 
problems are derived from imprecise business process, measurement instruments, or 
human errors.  Therefore, it is important to identify the influence that the erroneous 
results that may not be eliminated during the design process will have on decision 
making.   
We note that not every summarizability violations may lead to inaccurate decisions.  

Some problems are insignificant, and would have no effect on the decision process; 
while others are quite significant and could result in severe mistakes.  Eliminating all 
possible inaccurate results can be overly restrictive and effortful; alternatively, ignor-
ing the potential for inaccuracies could lead to serious errors.  One approach without 
making the system less restrictive is to identify summarization problems in conceptual 
models [12], [8]. While modeling issues is useful for depicting the existence of a 
problem, it does not show the influence that an issue may have on the decision-
making process.  The influence of inaccurate summaries on decisions can be classi-
fied along two dimensions, extent and impact.  Whereby,  
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• the extent refers to how many decisions will be affected by a particular issue; and, 
• the impact refers to the degree to which an issue will affect a particular decision. 

The extent of inaccurate summaries refers to the scope of decisions that are af-
fected by an inaccurate summary.  It is not possible to precisely predict the extent of a 
summarizability issue because the exact queries that will be run against a schema 
cannot be precisely known ahead of time.  The impact of inaccurate summaries is 
even more difficult to identify or estimate due to many important factors. In this paper 
we briefly discuss a way of estimating the extent of inaccurate summaries. 

The extent of summarizability problems can be measured performing an analysis 
on the types of queries affected. To ensure a comprehensive analysis, each measure 
should be analyzed along each hierarchy using all aggregate functions.  And, potential 
sources of biased, missing, or duplicate data, such as those described in Section 3, 
should be noted. Following this process of identifying all possible sources of errone-
ous data will be time consuming, but there are several ways to facilitate the process. 
One suggestion is to automate the process of identifying problems. Grumbach and 
Tininini [13] suggest a method of tracking numerical dependencies and using meta-
data to automatically aggregate data that are not necessarily complete. Hurtado and 
Mendelzon’s [9] method of using summarization constraints using metadata can also 
facilitate the process of making the extent of inaccurate summaries visible.   

Queries on data warehouses can be classified according to the decisions they are 
intended to support.  Specifically, queries can be categorized into exploratory queries, 
comparison queries, and benchmark queries.  Exploratory queries are used to get a 
general idea of the data.  Comparison queries are used to compare distinct sets of data 
from the system, comparing summaries from different groups.  And Benchmark que-
ries are used to compare sets of data against a specified benchmark.  The type of que-
ries affects both the impact that an erroneous summary will have on a decision and the 
approach for managing the problem.  Examples of benchmark queries, comparison 
queries, and exploratory queries are shown in Figure 4, 5, and 6, respectively.  

How many of our branch stores met the profit goal of $5,000,000 last year? 

Which regions of the country have cancer rates that are greater than one in a million? 

Which programs have not shown a profit in two out of the previous five years? 

Fig. 4. Benchmark Queries 

Are electronics sales more profitable than appliance sales?  

Which region of the country has had the most new customers during the previous six 
months? 

Are there more cases of influenza this year than the average number of cases during the 
 previous 10 years? 

Fig. 5. Comparison Queries
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How are the sales in North America doing? 

How many people have contracted the HIV virus during the past year? 

Fig. 6. Exploratory Queries

With comparison analysis, the impact of erroneous summaries will be most appar-
ent if the bias of one group of data is different from the bias of another group.  For 
example, if both appliance sales and electronics sales are positively biased by the 
same amount, comparisons between the two will not affect the decision, even though 
the data are inaccurate.  However, if the total sales displayed for appliance sales is 
positively biased and the total sales for electronics is not, then an inaccurate decision 
could result if the bias is significant enough to change which group was more  
profitable. 

In both benchmark and comparison analyses, erroneous decisions may be made if 
the error associated with the aggregate summary cause the displayed value to be on a 
different side of the decision cut-point than the true value.  In exploratory analyses, 
there may not be any definable decision points at all. 

In a sense, OLAP queries can be conceptualized as a type of informal statistical 
test.  Statistical tests are used to determine whether groups are different from each 
other or a benchmark, and use the error to identify whether the output is reliable at a 
certain significance level.  When running statistical tests, rigorous rules for identify-
ing significance are needed.  These rules are based on the probability of an output be-
ing incorrect based on the characteristics of the dataset.  In data warehousing, it is also 
important to identify the reliability of an output, and similar considerations should be 
given to identifying whether the error renders an output insignificant for a given test.   

5   Managing Inaccurate Summaries  

In this section we suggest an approach that can be used to minimize and identify the 
impact that inaccurate aggregate summaries will have on a given query.  We also sug-
gest techniques and metadata that can be used to automatically detect and display 
their effect on analyses.   

5.1   Schema Level  

Much of the work on summarizability has focused on either structuring data ware-
houses in a manner that eliminates the potential for structural violations to occur or 
making the violations apparent through conceptual modeling.  These techniques are 
useful for eliminating many inaccurate summaries from occurring or impacting deci-
sions.  However, there are many situations where systems are not optimally structured 
or conceptual models are not consulted.  In these situations, it is important to make 
the impact of structural violations apparent at query time. 

Scripts can be run that count the number of times a value is included in a summary. 
This value can be used to identify orphaned incomplete data or duplicate data result-
ing from non-strict and alternate path hierarchies.  Eder, Koncilla, and Mitsche [14] 
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Table 3. Managing Schema Problems 

Type Queries Impacted Management 

Non-strict 

Any query that rolls-up to the parent 
level of a non-strict hierarchy will be 
affected only if the lower level values 
are counted more than one time in the 
query  

Run scripts at query time to identify the 
number times measures are counted in the 
summary and identify the total value of any 
duplicated values. 

Incomplete: 
Orphaned 

Any query that aggregates parents of 
orphaned data will be impacted only if 
the orphaned values are associated 
with measures.  

Routinely run scripts to identify the extent 
of orphaned data and the value of the asso-
ciated measures. 

Incomplete: 
Not  

Applicable 

Any query where it is important to 
distinguish whether a value is miss-
ing, orphaned, or not applicable  

Use a not-applicable code when there is not 
an appropriate dimension member, rather 
than leaving the cell null.  

Incomplete: 
Missing 

Any query with missing data can sig-
nificantly impact queries, especially 
when data are systematically missing 

Attempt to identify reasons for missing data 
and extrapolate the impact of the data that 
were not captured. 

Changing 
Schema  

Dependen-
cies 

Comparison queries that compare 
temporally dissimilar groups of data 

Identify and track all hierarchical depend-
ency changes in metadata. 

Alternate 
Path Hierar-

chies 

Merge queries will be inaccurate if 
data are counted multiple times.  

Comparison queries may count a sin-
gle measure in more than one group. 

Run scripts at query time to identify 
whether measures are counted in multiple 
groups or multiple times in a single group. 

Heteroge-
neous Di-
mensions 

Drill-across queries where the dimen-
sions are not perfectly conformed 

Dimensions should be conformed if signifi-
cant inaccurate summaries result from het-
erogeneous dimensions. 

describe the applicability of using regression, correlation, Fourier transforms, and 
principal component analysis to identify sharp changes in the structure of data ware-
houses.  Specifically, they explore the use of these outlier detection algorithms for 
identifying hierarchical members that split, merge, change, or have moved.  When in-
accurate summaries result from heterogeneous dimensions, we recommend that Kim-
ball and Ross’ [5] suggestion of the conforming the dimensions be followed.  Table 3 
shows our suggestions for managing schema problems.  

5.2   Data Level 

Inaccurate summaries could significantly affect decisions in both business applica-
tions and in scientific database applications. Typical sources of errors include units, 
capture biases, errors due to capturing frequencies of stream data, etc. When the 
method used to capture and record measures changes during the history of data collec-
tion, the resultant data can be affected.  Therefore, it is important to make heterogene-
ous measurement instruments visible to decision-makers.  To reduce the likelihood of 
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Table 4. Managing Data Problems 

Type Queries Impacted Management 

Biased 

Any exploratory query that aggre-
gates biased measures  Compari-
son queries where the groups are 
biased in different directions 

Track the positive or negative bias associated 
with each measure, method, or measurement in-
strument. 

Imprecise 
Any query where the aggregate 
value is close to a decision point 

Display the level of precision associated with a 
summary. Indicate the likelihood that an aggre-
gate value is significantly above or below that 
value. 

Inconsis-
tent 

Comparison queries that aggregate 
measures captured using dissimilar 
methods or measurement instru-
ments 

Store method code indicating to track how a par-
ticular measure was captured.  Also, track how 
the dimensional members were captured. 

erroneous conclusions based on these summaries, each different measurement instru-
ment should be stored in metadata along with the associated measures.  When aggre-
gate queries are run, these metadata should be accessed.  And, if there are multiple 
measurements within a single sub-cube or among different sub-cubes, then there is the 
potential that the measurement instrument affected the aggregate results. 

When biases are known, the strength, direction, and extent of the bias should be 
stored in metadata.  These metadata should then be accessed to adjust data based on 
these biases.  There are several likely sources of bias, including data being duplicated, 
missing, or inaccurate.  Queries that pull biased data should automatically adjust the 
data to eliminate the bias.  We distinguish between three types of biases: missing, du-
plicate, or shifted.   

Often, biases in a data set, however, cannot be precisely known.  In these cases, it 
is also important to track the precision associated with the measurements.  These pre-
cision values can be used to display a summary output that displays a range of values 
that could be representative of the true value, rather than a single imprecise value.   

The impact of the imprecision and bias must be identified if decisions are going to 
be based off of these results.  The total bias and imprecision should be combined to 
determine the offset and error associated with a summary.  This information can then 
be used to measure the impact that these issues will have on a decision.  Data prob-
lems can occur from imprecise, biased, or inconsistent data.  To manage these prob-
lems, we suggest storing the error and offset for values associated with each meas-
urement instrument.  The method used to capture the data should be stored and used 
to distinguish among values captured using different processes or systems.  Table 4 
summarizes our suggestions for managing data issues. 

5.3   Computation Level 

Computational problems may impact decisions, especially when the violations are not 
apparent to the decision maker.  Aggregating basket counts may result in an erroneous 
summary if dissimilar items are counted together.  Averages performed on non-
normally distributed data may give an incorrect perception of the central tendency.  
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And when specific rules are prescribed for aggregating data, erroneous decision may 
be made if these rules are not apparent to the decision-maker. 

All measures have associated units, such as dollars, degrees, inches, or product 
types. The units must always be stored in metadata.  It is best to store the units as a 
dimensional field or in a conformed dimension called Unit in the data warehouse. The 
Unit dimension should have also necessary conversion rules. Aggregate operations 
cannot be performed on measures with differing units unless they can be converted 
into a common unit.  It is also important to check inter-set heterogeneity in compari-
son queries.  The greatest impact will occur when the heterogeneity of the units is not 
apparent to persons performing the query.  This type of error may occur if a single 
measure stores currency with multiple financial units that have near one-to-one ex-
change rates. 

If queries are found to have data with more than one different unit, they must be 
transformed into similar measures.  In cases where units can be assimilated computa-
tionally, this can be done automatically by storing conversion units in meta-data or in 
Unit dimension.  Analysts will be able to aggregate the data by simply choosing the 
units for the data.   

Many other computational problems result from performing illegal operations, and 
therefore should not be permitted.  Systems should track whether fields are fractions, 
measures of direction, and stock values; and, queries that attempt to improperly ag-
gregate these data should be prohibited.  Table 5 depicts our specific suggestions for 
managing computation problems. 

Table 5. Managing Computation Problem

Type Queries Impacted Management 

Queries aggregating measures 
with heterogeneous units that 
appear to have similar units are 
most likely to be misinterpreted 

Units for all measures should be stored in meta-
data and in a conformed dimension; scripts 
should be run at ETL stage or query time to 
convert units if heterogeneous units exist.  Que-
ries should be grouped by the units so that no 
summaries will aggregate measures with differ-
ent units. 

Illegal  
Operations 

Queries aggregating measures 
that are derived from fractions, 
such as Gross Margin Return 
on Investment (GMROI) 

When using the sum operator, fractions should 
be aggregating by taking the quotient of the 
sums, rather than the sums of the quotients. 

Type  
Compatibility 

Sum Queries that aggregate 
snapshots of stock measures. 
Any query that aggregates data 
using an inappropriate aggre-
gate operator, such as measures 
of direction. 

Appropriate aggregate operators for each meas-
ure should be stored in metadata. 

Statistical 
Requirements 

Aggregations that are used for 
statistical calculations that have 
specific requirements 

Show alerts when aggregate summaries are 
based on very limited number of instances.  
Analysis tools should show distribution of data 
and descriptive statistics for the summaries. 
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6   Conclusions 

In this paper, we presented a taxonomy of inaccurate summary factors and practical 
rules for handling them. We discussed these issues from the perspectives of schema, 
data, and computation. We proposed several methods that can be used to identify 
problems based on the type of queries that will be run.  Finally, we suggested meta-
data and practical rules that can be used to manage inaccurate summaries.   

We note that not all summarization problems can be eliminated from OLAP sys-
tems.  Furthermore, methods for eliminating and managing summarization problems 
can be effortful.  Therefore, it is important to prioritize problems based on how likely 
they are to impact decisions.   

The following heuristic rules can be used to quickly identify problems that have 
the potential to impact decisions: 

 

This paper contributes to a comprehensive understanding of summarizability and 
their impact on decision-making.  Identifying source of errors and learning how to 
manage them can reduce unnecessary effort of imposing overly restrictive rules to 
eliminate all summarizability violations. Our paper gives designers a means to man-
age and prioritize inaccurate summary problems.   

 Follow design guidelines wherever possible 
Conforming dimensions and making dimensions orthogonal is an important 
step to reducing the likelihood for misinterpretation of aggregate summaries. 

 Identify inconsistencies 
Beware of aggregating data that has been collected through different meth-
ods or collection instruments.  It is also important to identify measures that 
are collected using the same method that are coded differently.  

 Link all measures to their corresponding units 
The units of all measures should be stored either in the data warehouse or in 
metadata.  Additionally, if the units associated with measures are part of a 
hierarchy, the associated hierarchy should also be stored.  Measures should 
only be aggregated with measures that have similar units. 

 Make imprecision and bias visible 
Where it is not advantageous to completely eliminate the potential for inac-
curate summaries, systems should allow decision-makers to make more in-
formed decisions by making error and offset values accessible through links 
to visual or tabular outputs. 

 Track the dimensions along which measures are non-additive and non-
summarizable 

OLAP systems should then display alerts or prevent queries that attempt to 
improperly summarize these measures. 

 Make computational assumptions and operations visible 
OLAP tools often hide the computational aspects of aggregating data, such 
as rounding rules, equations, and statistical assumptions.  This information 
should be directly accessible through OLAP tools so analysts can quickly 
and easily identify potential computational problems. 
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